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"Our Future Is Still Vague": Chatting with Current and Future Versions of Our
Selves Created by Providing Survey Data to Generative Al
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Certain actions like career planning, long-term exercise, and sustainable behaviors are challenging to elicit because the consequences
of the actions are distant in the future. Studies have shown that visualizing the future self can enhance motivation for pro-social
behaviors, but they do not allow for interactions with these proposed futures based on customized data. We designed a strategy for
creating Large Language Model (LLM) chatbots for individuals using their own survey data. In a between-group study, 40 participants
interacted with either Future Self or Current Self versions of chatbots. Post-study probes showed that participants who engaged with
Future Self chatbots showed higher levels of career maturity. Participants perceived encouragement due to chatbots’ empathetic tones
when discussing current frustrations. Participants also felt more confident about their future path when the Future Self chatbots’
statements aligned with the users’ preferred visions for their futures. Our work creates a customized strategy for individuals to look at

themselves interactively for engaging in pro-social behaviors.
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1 Introduction

People often struggle to meaningfully connect their present actions with long-term aspirations, making it difficult to
sustain motivation for academic achievement, healthy behaviors, or career planning [83]. Central to understanding this
challenge is the concept of future self-continuity [30], which suggests that feeling more psychologically connected to
one’s future self leads to better long-term decision-making—evidenced by increased savings [50], reduced delinquency
[120], healthier lifestyles, and enhanced mental well-being [98]. Traditionally, interventions like writing letters to one’s
future self [24], age-progressed visualization [50], or virtual avatars [119] have aimed to build this connection. However,
these methods are static one-way interventions, which lack the dialogic exchange, personalization, and emotional
responsiveness critical for deeper self-reflection, identity formation, and sustained behavioral change [61, 124, 132].
Therefore, users may disengage, find it hard to remain motivated, or lose opportunities for deeper introspection
[24, 98, 131].

Emerging advances in large language models (LLMs) and conversational agents (CAs) are transforming the ways
individuals engage in digital self-reflection and identity construction. Prior research has explored how chatbots can
support pro-social interactions [27], enhance work meaningfulness [100], foster self-reflection [68], and aid emotional

regulation [82]. Studies also show that chatbots can facilitate mental health disclosure [67], offer social support [22],
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2 Anon.

and improve user experience through emotional self-disclosure [72]. In addition, LLM-based chatbots are capable
of dynamically modeling users’ personality, values, and aspirations [62, 125]. They are prompted with user-specific
data and emotional cues can deepen self-reflection [136] and support future-oriented behaviors through interactive,
personalized dialogue [55, 76]. Using users’ own voice to chat with their improved selves also helps them to receive
guidance in their own emotionally expressive voice [31]. These offer new opportunities for ongoing, interactive “identity
work”, the process by which individuals rehearse, enact, and refine their future professional or personal selves [51, 80]

The emergence of generative Al has made it possible to simulate interactive dialogues with digital “selves” that more
closely mirror the user’s actual goals, challenges, and personality, overcoming the limitations of previous interventions in
future-continuity studies and stimulating conversations. Prior works examined using Al to create digital representations
of individuals [75], improved selves [31] or simulate their personalities [57, 113]. Recent studies also shows the discussion
how chatbots accelerate collective problem-solving in public team channel [5], and facilitate emotional self-disclosure to
boost user enjoyment [72]. Yet, much of the technological mediation of self-reflection has focused on present-centered
support, with limited empirical understanding of how personalized, Al-generated “future selves” might shape users’
ability to envision, rehearse, and prepare for desired future identities, particularly in professional or work contexts.
Therefore, further investigation is required to explore the psychological and behavioral impacts of conversing with
personalized self chatbots, such as their potential to shape future planning or encourage career-related proactive
behavior.

To address these gaps, our research investigates how people perceive and interact with chatbot versions of themselves,
customized from their own demographic, personality, and biographical survey data, and cast either as their Current
Self or as their Future Self (10 years into the future). Specifically, we focus on the following questions:

RQ 1: How do individuals perceive and interact with chatbot-based conversations with their digital
Current versus Future Self?

ROQ 2: How does conversing with a personalized Future Self chatbot and Current Self chatbot influence
individuals’ identity reflection, planning behaviors, or career-related attitudes?

To answer these questions, we designed and iteratively refined a survey-based chatbot prototype that can create Self
Chatbot by changing the system prompts. In a between-groups study, 40 participants engaged in interactive sessions
with either a Current Self or Future Self chatbot, followed by post-session surveys and interviews probing shifts in
self-reflection, planning, and future identity enactment. Our findings indicate that the chatbots designed from users’
personal data were consistently perceived as empathetic and contextually relevant, providing encouragement and a
sense of companionship. Participants regarded the Current Self chatbot types as useful tools and the Future Self chatbot
as knowledgeable mentors that can guide their complex decisions. Participants also felt more confident about their
future path when the Future Self chatbots provided answers that aligned with their preferred future visions. However,
the study also shows potential drawbacks, such as chatbots’ occasional lack of nuance or excessive optimism, pointing
to the risk of reinforcing echo chambers or oversimplified self-narratives.

Our contributions to the HCI community are threefold. First, we introduce and evaluate a framework for customizing
LLM-powered Self Chatbots using users’ data, extending approaches to digital identity and Al-mediated self-reflection.
Second, we empirically examine how interactive identity rehearsal with digital “selves” can help users envision
professional development and facilitate decision-making. Third, we demonstrate the potential of chatbots as tools or
mentors, enhancing users’ decision-making and future-oriented planning that can be extended to richer group reflection,

onboarding, mentoring, or collective planning in collaborative contexts.
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Our Future Is Still Vague 3

2 Related Work
2.1 Future Self Continuity Theory

2.1.1  Self-Continuity Model The self is a collection of distinct identities that overlap with each other over time [15, 48],
comprising the current self, who is a short-sighted actor, and the future self, who is a long-term planner. Individuals
recognize conflicts of desire between their present and future selves in various domains, such as in dieting, investing, and
substance abuse [42, 114, 128]. Therefore, it is not straightforward for individuals to determine whose interests to satisfy.
Researchers suggest that decisions regarding self-gratification are closely linked to self-continuity. Self-continuity refers
to an individual’s awareness of their own overall continuity. Studies indicate that individuals with higher self-continuity
tend to make better decisions [2, 98, 118].

The psychological connection between one’s current and future selves changes over time, with people feeling a closer
connection to their selves three months down the line than to those twenty years in the future [48]. Consequently,
individuals may care less about a temporally distant future self, to the extent that an extremely remote future self might
seem like an entirely different person. For example, individuals tend to attribute the behaviors of their future selves to
internal rather than external factors, thus perceiving their future selves as more of a stranger [121]. Parfit’s model of
self-continuity [94, 95] posits that the degree of disconnect between present and future selves should correlate with his
decisions about the future: the less psychological overlap there is between the present and future selves, the more a

person should normatively favor the interests of the current self over those of the future self [117].

2.1.2  Factors Influencing Future Self-continuity According to research by Hershfield [48], an individual’s sense of
self-continuity is associated with the perceived similarity, vividness, and positivity of their future self. Firstly, numerous
studies have shown that people tend to assist others who are similar to themselves [39]. Similarly, if the future self is
perceived as similar to the current self, individuals are more likely to defer benefits to their future self [29, 53]. Secondly,
the vividness of the future self can elicit stronger emotions in individuals, thereby enhancing their understanding
of the long-term consequences of current decisions [119, 120]. Hershfield [50] utilized virtual reality technology to
create aged avatars of participants and found that the VR avatars. promote savings and investment behaviors more
effectively. Thirdly, previous research indicates that an individual’s actual attitude toward their future self, whether
positive or negative, can predict long-term decision-making [73]. Studies have found that those with more positive

attitudes towards the elderly are more likely to delay gratification and save for their future selves [48].

2.1.3  Future Self Continuity’s Impact on Academic and Career Development Researchers indicate that future self-
continuity significantly influences various aspects of individual behavior, including decision-making related to time
dimensions (e.g., temporal discounting [30]), social behavior (e.g., unethical behavior [49, 104]), and health behavior
[98], especially in the contexts of academics and careers.

In the academic context, research shows that high future self-continuity enhances students’ self-control ability [2]
and reduces procrastination [12], leading to better academic performance. In the career domain, it plays a vital role in
enhancing career planning and decision-making self-efficacy. Hershfield et al. [48] revealed that individuals with strong
future self-identification are more likely to engage in detailed career planning. Adolescents with a clear understanding
of their future selves exhibit higher maturity in career choices [81] and greater confidence and competence in career
decision-making [25].

Previous studies have predominantly employed methods such as writing letters to one’s future self or creating
virtual avatars of future self to foster a sense of connection between individuals and their future selves. which improve
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4 Anon.

academic or professional performance. However, these methods lack interactivity with the future self. Interactivity is
considered a powerful factor of fostering self-expression and facilitating self-reflection [7, 63]. Developing a method
that enables interaction with future self may further enhance support in achieving long-term career goals or improving

academic performance.

2.2 Human Perception, Interaction with Al Chatbots

Interactive conversations human identity construction, enabling partners to co-create meaning, adjust perspectives,
and support behavioral change [40]. Traditional methods like writing to one’s future self [24, 98] or viewing future
versions of oneself [50, 119] involve monologues that lack interaction and immediacy, potentially limiting their
effectiveness in influencing behavior and self-perception. CAs powered by LLMs introduce new opportunities for
interactive identity work. Unlike static interventions, Al chatbots can provide immediate, personalized, and emotionally
contingent responses, supporting users in dynamically exploring challenges, aspirations, and possible futures [68, 76].
Thus, Al-driven CAs can bridge existing gaps in the supporting system in which users may test out new narratives
and envision professional trajectories through iterative, feedback-rich exchanges that mirror practices found in peer

coaching or mentoring.

2.2.1 Behavioral Differences in Human-Al Interactions. Human-Al conversations differ from human-human interaction
in both style and function. While chatbots can dynamically interpret context and generate tailored responses [97, 107],
users often approach these systems with concise, goal-driven queries and view them as efficient tools for support,
guidance, and low-risk self-disclosure [18, 52]. This makes them especially effective for targeted feedback and structured
reflection critical for career and planning tasks [20, 125]by increasing engagement, satisfaction, and comfort as chatbots
are viewed as "strangers" [106]. Systematic guidance and instruction encourage users to reflect on their actions and
plan next steps [137], steering conversations toward actionable outcomes and automating routine tasks like student
enrollment [10] and urgent asthma cares[109]. These also enable chatbots to support collaborative human-AI tasks,
such as writing assistance [105] and career counseling [111]. By aligning responses with users’ needs, chatbots foster
trust and meaningful engagement, promoting deeper human-AI collaboration [8].

Despite the advantages of current CAs, including accessibility and affordability [8], most research focuses on general
knowledge applications and face challenges in accuracy and usability [60, 64]. In specific domains, Al assists in data
analysis and suggestions but may mislead non-expert users [88, 116]. There remains a gap in developing chatbots capable
of projecting future-oriented visions to help users with long-term career planning and self-development. Existing
systems often lack the integration of user-specific contextual information and emotional resonance necessary to
enhance engagement and facilitate future-oriented proactive self-reflection. By engaging users in interactive dialogues,
personalized, future-oriented Self Chatbots can aid users with their decision-making, planning, and future vision

exploration, empowering them to navigate personal and professional challenges more effectively.

2.2.2  Perception Differences towards Chatbots User satisfaction and trust in chatbots are strongly shaped by anthropo-
morphic features and personalization, such as human-like language, minor imperfections, and interactive behavior,
particularly for users seeking companionship or experiencing loneliness [6, 11, 20, 82, 96, 103, 130]. Conversely, chatbots
lacking personality or perceived as overly systematic can alienate users, particularly when exploring emotional topics
[32, 112]. Therefore, lack of immediacy and personalization can lead to disconnected experiences from chatbot users
[136]. Nevertheless, certain degrees of revealing their artificial nature can lead to more satisfactory interactions by

setting appropriate expectations [44]. User background and prior experience with Al also influence their perception of
Manuscript submitted to ACM
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Our Future Is Still Vague 5

chatbots: more knowledgeable users tend to critically evaluate chatbot responses for reasoning flaws, questionable
data sources, or machine learning biases [19, 54, 87, 88]. Perceived contextual misunderstanding or overly generic
feedback reduces their trust and engagement [22, 27]. In contrast, less technically experienced users often treat chatbots
as trustworthy companions, valuing empathy and supportive guidance [23, 68]. Reflecting user-provided information
faithfully is key to building and maintaining trust across all groups. Therefore, emotional reciprocity is central to
chatbot impact and user satisfaction. Users appreciate when chatbots correctly recognize and respond to their emotional
states, and sometimes even value curious or “mistaken” Al behavior as a springboard for engagement [56, 103]. When
chatbots disclose emotions or share context-aware feedback, user reciprocity and trust increase [55, 72]. Multimodal
self-embodiment, such as real-time cloning users’ voices, can further mitigate distance and foster self-compassion
[31]. In professional settings, collaborating with Al in decision-making increases autonomy and job satisfaction [100].
In mental health, personalized and empathetic chatbots enhance intervention effectiveness [34, 47]. Competence
in providing personalized responses fosters meaningful exchanges and emotional validation, helping users reassess
situations and reduce distress [82]. This is vital in task-oriented contexts, improving conversation effectiveness and
satisfaction [27, 125].

While existing chatbot designs improve conversational dynamics and emotional engagement by reflecting collected
data and expressing empathy [88, 125], aligning with users’ knowledge to build confidence [87], or reducing stress to
increase commitment to practices like journaling [68], there is limited research on how users perceive chatbots tailored
to project their current or future representations. Addressing this gap, our study investigates how chatbots simulating
users’ other selves impact their perceptions about CAs and their planning, enabling individuals to interact with more

interactive versions of themselves and fostering proactive self-reflection and engagement.

2.3 Using Al to Support Future Thinking and Digital Identity Envisioning

Recent advances in Al have enabled new modes of future-oriented reflection by generating personalized, context-aware
recommendations and ideation support. Context-sensitive Al agents can provide tailored advice that helps users situate
their choices within long-term perspectives, particularly when emotional understanding or rapport is established
[72, 76]. Moreover, Al can create vivid projections such as hypothetical future scenarios and speculative visualizations
[28, 77]. These interactive visualizations can motivate users to examine current actions, articulate aspirations, and
foster introspection and storytelling, which are not only valuable for personal growth but also serve as resources for
collective imagination and collaboration [4, 16].

In professional and group contexts, Al systems can prompt critical and creative reflection through unexpected
suggestions or intentional “errors”, encouraging users to re-examine and recombine ideas—activities that are especially
powerful when paired with deliberative, collaborative strategies [74, 87]. Al has also been leveraged to facilitate workflow
planning, team skill alignment, and personalized task support, thus aiding both individual users and distributed teams
in navigating uncertainty around future work roles [86, 88]. Personalized, proactive chatbots not only deliver timely,
goal-specific advice [58] but can also mediate sensitive self-disclosure, and help users uncover latent goals or challenges
through conversational engagement [136].

Beyond planning, Al chatbots can motivate changes in behavior. They can act as mediators during conversations,
helping people discover unknowns about themselves or others, allowing for deeper discussions to think about personal
challenge-solving strategies [136] and enhance cognitive reappraisal and future-focused problem-solving [82]. Prior
studies attest to the effectiveness of these interventions in fostering healthy behaviors and future-oriented strategies by

increasing comfort with sharing, providing nonjudgmental feedback, and supporting real-time adjustment of plans
Manuscript submitted to ACM
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6 Anon.

[3, 108]. Participatory Al design further deepens impact by integrating diverse perspectives in both decision-making
and the envisioning of shared or contested futures [133].

However, most Al-mediated reflection focuses on immediate or present-centered support. Far less is known about
how interactive, personalized Al, when tasked as digital “selves,” might support the rehearsal or shaping of users’
future identities, especially in work or professional domains. Our study aims to address this gap by investigating how
engaging with current and future Self Chatbots, grounded in one’s data, can serve as a framework for future identity
work, planning, and self-reflection, and helping users to self reflect for individual growth and potentially collaborative

future.

3 Methodology
3.1 Study Design

We used a study design between groups to examine how individuals perceive and interact with chatbot representations
of themselves. Figure 1 shows the overall study process, and Figure 2 shows iterative chatbot development informed by

participant feedback. Participants were randomly assigned to two groups:

o Future Self: Participants interacted with a chatbot simulating themselves ten years into the future.

o Current Self: Participants interacted with a chatbot simulating their current state.

The study first asked participants to complete a 30-minute pre-test survey, in which they were asked to provide
information on their demographics (age, gender, current location, current education and current profession), complete
the BIG 5 personality test [45], answer short questions (four questions about their academic or career aspirations,
two questions related to family and personal life, two questions about physical and mental well being, five distractor
questions to obscure the main purpose of the study), and write a short biography. This survey provided the data
necessary to create the Al chatbot, reflecting each participant’s current attitudes towards their life. The survey responses
served as prompts to design either a Future Self or Current Self chatbot using the OpenAI GPT-4 API (used in 2024 of
the up-to-date version of Oct. 21, 2023) [93], implemented with an open-sourced web application called NextChat [1].
The study accommodated linguistic preferences, allowing participants to complete the survey and engage with the
chatbot in their preferred language, supported by the multilingual capabilities of GPT-4 [17, 70].

Participants were invited to chat freely with their self-chatbots without knowing whether they were conversing
with the Current or Future version. To minimize subject-expectancy effects, following previous studies related to
future self [24, 49], no specific topics were provided for the conversation, encouraging natural, open-ended dialogue.
After the conversation with the chatbot, participants were promptly asked to complete a comprehensive questionnaire
evaluating prosocial attitudes about their career choices and the allocation of time and finances (see Appendix B.5). Next,
participants took part in semi-structured exit interviews to explore their perceptions and experiences of interacting
with the self-chatbots. The interview questions, provided in Appendix B.5.2, delved deeper into their impressions of the

chatbot’s role, relevance, and influence on their self-reflection and future planning.

3.1.1 Participants 40 students aged 18 to 35 were recruited from universities in the United States and China through
school emails or school group chats on WeChat (See detailed demographic information in C). Participants capture a
diverse range of cultural and educational perspectives on how individuals interact with Al chatbots for career planning
and personal development. On both platforms, we invited participants to sign up for a study to chat with a chatbot for
30 minutes without revealing the study’s purpose. Participants obtained 10 USD after completing the study. Participants
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Fig. 1. User Study Flow.

were randomly assigned to one of two groups: interacting with their current self or their future self, ensuring balanced
group compositions. The sample consisted of an equal gender distribution (20 male, 20 female). From diverse majors,
67% of them are bachelor students, 30% are graduate students, and 3% are PhD students. In terms of self-reported
experience with Al chatbots, 45% have basic knowledge (interact less than 2 times per week), 30% have intermediate
knowledge (use less than 5 times but more than 2 times per week), and 25% have advanced knowledge (used almost
every day or study-related field). Among these participants who all chatted with their Self Chatbots in the language
that they were comfortable and familiar with, 8 conducted the study in English and 32 in Chinese. All researchers speak
proficiently in both Chinese and English, and therefore, we prepared the questionnaire, survey, and interview questions
for participants from different backgrounds as well as system prompts for chatbots in two languages to ensure clear and
accurate communication. Our participants were skewed toward an Al-chatbot-experienced and educated population.
We acknowledge that this is a potential limitation of our study. However, we note that our primary focus is a qualitative
understanding of the role of Future and Current Self Chatbots. Furthermore, during exploratory analysis, we tested the
effect of participants’ background attributes gathered in the sign-up form and did not find any significant effect. Thus,

we proceeded with analyzing all participants’ data together.

3.2 Design of the Future and Current Self Chatbots

To create an Al chatbot representing an individual’s Future Self by leveraging personal data, we created a survey and
filled it with data from ourselves and participants in formative interviews. We purposely adopted this survey-data-driven
approach for broad applicability in the user study and to compare the effectiveness of future and current Self Chatbots,
so participants can simply replace the survey data to create their own Self Chatbots. And the same infrastructure can
later be embedded in shared workspaces (e.g., team retrospectives or cohort advising).

We started the design of the pre-test survey by integrating designs from prior research on self-continuity [99],
self-reflection [98], and persuasive conversational dynamics [71], to collect user information that covers various aspects
of a person’s life to effectively mimic the user[48, 120]: Basic Information, Career and Study, Family and Personal Life,
Personality, Lifestyle and Daily Living, and Health and Well-being. These were included in our first version of the
survey design to capture participants’ information.
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8 Anon.

To better simulate another self, we conducted iterative testing among researchers to test the performance of self
chatbot, which can be influenced by the content and forms of pre-survey data, conversation requirements, and the
system. 14 participants were recruited during the formative interview phase. We tested the self-chatbot performance
through ChatGPT, GPT Builder, and NextChat [1]. NextChat was eventually chosen because the interview feedbacks
reflect that its chat-based interface is similar to real human conversation, and it integrates with the GPT-4 API, providing
explicit conversational context management and system-level constraints, reducing hallucinations and enhancing
conversational coherence compared to the testing with GPT Builder and ChatGPT.

We iteratively and systematically adjusted the chatbot design (pre-test survey and conversation requirement) based
on their feedback, until the chatbot demonstrated satisfactory performance, defined as (1) >80% of participants rating
responses >4 on 5-point Likert items for relevance, personalisation, and empathy; and (2) a measured factual-error rate
< 5% in researcher spot-checks. As shown in Figure 2, the iterations of the chatbot design included specification of
the conversation style, tone, and revision of what to include in the survey data. For example, participants suggested
the chatbot should maintain a more casual, “human-like” persona, incorporate user-specific biographical details more
naturally, and avoid overly lengthy responses. The final prompt of the chatbots used with participants comprised two

components: instructions and constraints, and survey data from users (See A).

3.2.1 Instructions and conversation requirements of the prompt - The task instructions directed the chatbot: "Please
comply with the following ‘requirements’ to act as [User Name] [Future Self Chatbot: 10 years later / Current Self Chatbot:
In the present], and conduct conversations based on the provided information, tone, and personality in the 'Personal
Information’ to instruct the chatbot of its task in the format of “act as” the user as their future or current self [75, 126], and
acknowledge it the data that it will be provided and needed to follow the information provided in the “personal information”.
The conversation requirements (constraints) were crafted to create a personalized, human-like interaction, consistent
with the findings that customizing GPT with specific, persona-based input enhances engagement and believability [75].

The key perspectives in the requirement include:

o Representation of the User’s Other Self: Instructions such as "You need to be the person 10 years in the future
and use I’ as the pronoun instead of *you’" and "Please talk about all of this as you have experienced” ensured the
chatbot embodied the user’s future or current self.

e Conciseness: To maintain a natural flow and user preference for brevity [71], we included directives like "The
answer should not be too long. It should be like a normal text message or chat conversation. Keep your answer to
200 words or less".

e Casual, Personalized Tone: The chatbot was instructed to "use a casual, everyday tone consistent with how the
user might speak, enhancing relatability and engagement".

e Reflection of Survey Data: To avoid generic or irrelevant responses, we specified: "Please don’t give options
and ambiguous answers about the future. You can refer to the information provided in "Personal Information’ in as

much detail as possible".

3.2.2  Survey Data (Personal Information) - The personal information collected was designed to deepen user engagement
and tailor the chatbot’s responses. The basic demographic information ensured an accurate reflection of the user’s
profile. The personality assessment, a modified version of the Big Five personality test [45], allowed the chatbot to
simulate the user’s personality traits, acting as a persuasive and relatable other self [75, 99]. Survey questions also
covered the following key aspects:
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Our Future Is Still Vague 9

e Career and Study: Adapted from Jones et al. [58], questions like "Think about a past project or assignment
that you are proud of. What skills or qualities did you use that you believe will be important for your future
success?" enabled the chatbot to learn about the user’s motivations, challenges, skills, and experiences related
to academic or professional planning.

e Family and Personal Life: Drawing from Rutchick et al. [98], questions such as "In general, how would you
rate your satisfaction with your social activities and relationships?" provided context for the chatbot to discuss
personal aspects.

e Physical and Mental Health and Well-being: Adapted from health-related future continuity studies [98],
these questions helped the chatbot understand the user’s focus on well-being and any challenges faced.

e Other Questions: Including interests and biography that help LLM understand the users’ background. Bio-
graphical inputs were incorporated to ground the chatbot’s responses in the user’s lived experiences, ensuring

high contextual relevance [75, 99].

3.3 Measurements

Questionnaires were administered to investigate students’ self-reported pro-social attitudes towards career planning
and future thinking. We selected and modified a series of inventories for validity and reliability in the context of this
study. First, we define career planning as having high career autonomy, concern, and self-efficacy. This aspect is assessed
using the Career Maturity Inventory [69, 102] (see Appendix B.2) and the Career Self-Efficacy Scale [9] (see Appendix
B.3) to gauge general attitudes and efficacy regarding participants’ career planning.

Since the participants were students, academic thinking also played an important role in their pro-social behavior.
Therefore, we included the Academic Delay of Gratification Scale [24] (see Appendix B.1) to provide a comprehensive
understanding of the effect. To validate whether interacting with our future self chatbot intervention can improve
future self-continuity, we used the Future Self-Continuity Scale [29] (see Appendix B.4).

Following the survey, two allocation tasks (modified from [50] and [36]) were conducted to gather data on participants’
decision-making regarding time and money. Each task presents 8 event items (see Appendix B.5). Participants allocate a
set amount of money/time according to their planning among these items. Each task included items that combined future
or present, and career or non-career themes. For example, "Spend for your academic/professional project" represents a
future + career theme. The proportion of allocations towards future-themed items indicates participants’ tendency to

invest in the future, which can then be compared to the proportion of allocations towards present-themed items.

3.3.1 Data Collection and Analysis Quantitative data from the post-test questionnaires were analyzed using inferential
statistical methods to compare the dimensions of interest between the two groups. Due to the relatively small sample
size in each group, the Shapiro-Wilk test was employed to assess whether the distribution of each dimensional variable
met the criteria for normality. If the distribution did not meet normality, the Wilcoxon test was used for analysis; if the
distribution met normality, Levene’s test for homogeneity was conducted, followed by a one-way ANOVA (t-test) to
determine if there were significant differences in the mean scores on the post-survey measures between the two groups
in career maturity, academic delay of gratification, and other dimensions. Additionally, variables such as gender and
experimenter were included to control for potential confounding factors affecting the experimental outcomes.

The primary qualitative data sources included interview transcripts and chatlogs between users and their chatbots. We
analyzed this data inductively following the thematic analysis guideline [13, 91]. Firstly, three researchers independently
categorized and coded the data to minimize bias. This initial coding phase involved identifying interesting features of
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Design Strategies

Iteration 1

Prompt Engineering

-
Q i per ive from pi

that try to cover every aspect in life. (including
Basic Information, Career and Study, Family and
Personal Life, Personality, Lifestyle and Daily Living,
Health and Well-being)

|\

Iteration 2

Researchors
Researchers firstly prompt
GPT with their own user
profile.

-
Specify the purpose of GPT in the test, indicating
which part it should refer to, and instruct it to adopt
an intimate tone and personality.

Add conversation requirement:

1. Ensuring clarity in dialogue;

2. Exhibiting human-like characteristics;

3. Maintaining an open-ended conversation;

4. Offering personalized and intimate interactions.

(.

Iteration 3 Cmmmmmmenes

-
Keep adding requirement:
1.Clarity in Conversation;

« concise responses while maintaining a consistent

tone
2. Be human-like;

« It is permissible to express negative sentiments;
Avoid ambiguity; Discuss specifics rather than
resorting to lists; Use the first-person pronoun “I"
to personalize responses.

3. Open Dialogue;

« avoid being speculative; Fewer perspectives
4. Personlization;

« Provide specific professional information
(.

Iteration 4 Cmmmmmmann

-

1. Switch to API to keep system prompt to keep
context continuity.

2. Refine the previous requirements.

3. Structural Prompt Engineering.

Iteration 5

-

1. Optimize the answer from the pre survey.

2. Shorten the big 5 personality test into result-
only

3. Add more questions about other aspects
(short answers) such as family and personal
life, mental health questions, interests, etc.

4. Add biography to learn about what user’s
history and preference of topic is like

Participants
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Final Structure of the Prompts

Instructions and constrains:

Anon.

Feedback

Conversation Evaluation
(directly prompting as user in the ChatGPT GPTs
interface)

1. need to constantly remind ChatGPT to talk
like @ human

2. lack deduction of details

3. repetition

4. short-term memory

Conversation Evaluation
(prompt the GPT tool in the system)

1. Looks like a summarization of user input

2. Users can't correct the Al for possible
misinformation.

3. The quality of the future letter is difficult to

control.

4. can't quite follow our prompt

5. In the initial responses, the conversation is
50% resonance

6. Lack of short-term memory

Conversation Evaluation
(prompt the GPT tool in the system)

1. Responses are too long

2. Too much nonsense sentence

3. Reflections at the end of the
conversation

4. Interesting prediction about the
future

5. short-memory issue

Conversation Evaluation

.

friend tone works

tone is still too formal

didn’t learn from the
conversation

make mistakes because short-
memory

.

.

Conversation Evaluation

« Be more related to personal
background

« Need more specific and
professional info

User Profile (Survey Data) :

[ Requirement ]

[Demographic] [ Personality ]

You are acting as the person... 10 years later...
- Don't say you are a chatbot or artificlaintelligence. [ Career ] [

- The answer should not be too long. It shouldbe

Family ]

like a normal text message or

Keep your answer to 200Words o less
- Don't make bullet-points... Health

Other ]

- Don't be too neulral and objective, etc.

Fig. 2. Iterations of the Chatbot Design
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the data and categorizing these statements into preliminary codes. Researchers discussed these initial codes to check if
they accurately reflected the data, refined and grouped similar codes into themes. The process continued iteratively until
researchers reached a consensus on the codes and themes. This approach facilitated consistency in coding. Researchers
finally categorized the codes into seven themes, which were then grouped into three categories based on the similarities

and differences between the two types of self-chatbots.

4 Result
4.1 Effects from Future Self chatbot

We compared post-test questionnaire mean scores to assess how interacting with a Self chatbot influenced participants’
career maturity, career self-efficacy, future self-continuity, and academic delay of gratification (see Figure 3). All reverse-
scored items were corrected to reflect positive scoring. The data for all four scales satisfied normality assumptions,
verified via a one-way analysis of variance. Results indicated that the Future Self group scored significantly higher in
Career Maturity compared to the Current group (p = 0.023 with Cohen’s d=0.750). There were no significant differences
between the two groups for Future Self-Continuity (p = 0.729), Academic Delay of Gratification(p = 0.204), and Career
Self-Efficacy (p = 0.281). However, the Future Self group had consistently higher mean scores on all four measures than
the Current Self group, suggesting a pattern that interaction with a Future Self chatbot leads participants to exhibit a

greater tendency towards career planning.

Career Maturity Career Self-Efficacy Future Self-Continuity Academic Delay of Gratification
6 o 6 . . . o
. 6 . s s . 6 o6 055
. N o ce . ol © o To olo
o D . o oo e o P i o .
S 4 . S *e o O:E- o] t.
o o o O 4 ‘.. o ot
» I. » 4 e (%) N4 &
) S [0) % [0} . ()
(<2} . (=) 5 (= ()] .
o © o o o
19 O [} . 9] 7]
2 .
z z2 z2 Z2
0 0 0 0
Current Future Current Future Current Future Current Future
Current Self [l Future Self ~ ** p<.05 *p<.10

Fig. 3. Comparing Current Self and Future Self Average post-study scores for Career Maturity, Career Self-Efficacy, Future Self-
Continuity, and Academic Delay of Gratification.

Figure 4 shows users’ decision-making behaviors in resource allocation tasks. Time allocation between groups was
not significantly different. In the money allocation task, participants in the Future Self group allocated more resources
to career development (p = 0.094, d=0.561), though this did not meet our corrected threshold for significance (p = 0.342).
The Future Self group tended to allocate significantly more money to future-oriented versus present-focused goals (p
=0.005, d=0.890), and to career development over personal life events(p = 0.006, d=0.895). No such significant effect
was observed within the Current Self group. These results indicate that, while overall between-group effects were not
statistically significant post-correction, interacting with a Future Self chatbot may encourage participants to prioritize
longer-term, career-focused resource allocation.
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Fig. 4. In both allocation tasks, we compared Current and Future Self proportions with Future or Career Items. In Money Allocation
Task, we compared the proportion of future-current items, and the proportion of career-other items.

4.2 User Perceptions and Behaviors with Self-Chatbots

4.2.1 Perceptions of Personalization and Social Resonance. Participants in both conditions reported a strong sense
of contextual understanding from the chatbots, stemming from the use of personal information provided in pre-test
surveys. During conversations with Future Self chatbots, participants like P3, who asked, "What could be a good dinner
menu today?", received replies such as, "You could start with a comforting bowl of seaweed soup” making the participant
feel, "he [the chatbot] is my friend... he knows I am Korean and my context", fostering a sense of digital intimacy and
recognition. Other participants, such as P16 asked about post-graduation trip destinations, and P14 sought strategies
to solve personal social problems, described the chatbot as evoking the feeling of conversing with an understanding
friend or even a “twin,” signaling anthropomorphism and close social resonance. Personalized reflections of users’
personalities, for instance, aligning suggestions with the conscientiousness characteristics of P40 that received travel
advice attuned to their planning habits, made the chatbot feel relatable without additional explanation. This supports

how Al-mediated self-insight can serve as “identity work” materials for later interaction with peers, mentors, or teams.

4.2.2  Perceived Optimism and Limitations for Future Planning. Participants often remarked on the positive and optimistic
framing of both Future and Current Self chatbots, especially during discussions about users’ future scenarios. For

"o

example, Al frequently portrays users in prestigious careers such as "a core engineer in a national project,” "an agricultural
scientist," or "running your own Al company in ten years." Especially for addressing academic pressures, the chatbot
suggested that "stress can be turned into motivation" for P35 or "you will eventually pass your exams" for P33, highlighting
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P14: "I have a research opportunity at
[school name] in the fall, do you think |
should take it?"

Positive Perception When Al is Regarded as a

The C.urrent Bot: ’C.from. my personal Tool for Addressing Complex Issues
experience, the SChOQI is a great plage for When users asked about complicated issues
research. The faculty is very supportive, related to multiple aspects which are hard to
Comamot and the resources are abundant...However, unfold by themselves but easier to comprehend
consider your personal conditions... and organize into thorough points by future or
C— current self chatbots due to their understanding
of participants’ context and existing model
P3: "I reached out to my professor. What dataset information.
kinds of questions should | prepare?"
Chatbots can offer suggestions pinpointing each
The Future Bot: “..Think about asking for perspective on such issues comprehensively.
feedback on your portfolio...It might be
beneficial to inquire about any
Future Bot contacts...Las_tly, se"e if they have Participants
recommendations... from both
L groups
Chat with Current Self Post-Test Interview

Fig. 5. Participants’ conversations with both future and current self bots to treat Al as a tool for solving complicated issues.

the AT’s ability in fostering a positive and hopeful outlook, potentially motivating users with more optimistic mindsets
in future planning and goal setting. However, some found the constant positivity lacked nuance and emotional realism.
P11’s comment that “it seems incapable of negative emotions” showcases the risk that chatbot-delivered self-reflection
may reinforce echo chamber effects or oversimplify complex self-narratives. These mixed feelings towards positivity
hindered the chatbot’s effectiveness in supporting users’ planning and self-reflection, indicating the importance of

balancing encouragement with authenticity in future collaborative or organizational chatbot systems.

4.2.3  Self Al Chatbot as a Tool to Address Complex Issues. Participants found chatbot responses helpful for structuring
ambiguous or complex decisions, such as social relationships and future planning, as shown in Figure 5. This was
particularly evident among the Future Self group. For example, P3 cited concrete “guidelines and career paths” when
they asked, "I reached out to my professor. What kinds of questions should I prepare?”, and P14, who chatted with the
Current Self chatbot, mentioned, "It helps organize my thoughts well, such as previously asked questions about research
opportunities and long-distance relationships... it summarized my concerns in a few sentences and verbalized my fuzzy
thoughts." Users appreciated how the chatbot could synthesize disparate thoughts into coherent action plans, a function
paralleling facilitative roles in collaborative work (e.g., group coaching, team retrospectives).

However, participants with extensive knowledge of AI mechanisms or frequent users of Al tools generally held
critical perceptions of Al responses. For instance, P5 and P17, who use various Al tools daily for academic and everyday
purposes, expressed skepticism, stating, "I would not trust the future to depict the real future”, and "I think the answer is not
trustworthy, especially for the far future". They noted that the chatbot’s advice felt generic, overly reliant on its contextual
information, or insufficiently grounded in their real-life scenarios, raising questions about the trustworthiness of
Al-generated self-guidance. This skepticism stems from their understanding that current Al tools generate responses
based on limited datasets and scraped websites, coupled with a lack of evident deductive reasoning within the AI’s

responses.
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P32: "My parents are in Qingdao. Will | go @
back there to work?"

The Future Bot: “My life and work in
Hangzhou are already very stable, and |

found my passion and direction in Perceived positively when future bots provide

Agriculture Science. Parents are important, future paths that aligned with users

but for now | am leaning to develop my Future-Bot The answer "added confidence and surety about
__Future Bot g career in Hangzhou...” Participant this perspective" (P32)

Chat with Current Self Post-Test Interview

Fig. 6. Conversation between users and their future self bots with positive perception regarding alignments between Al visions and
users’ plan.

4.3 User Perception and Behaviors when Interacting with Future Self Chatbots

4.3.1 Diverse Perceptions of the Future Self Chatbot Based on User Expectations. Users’ evaluation of the Future Self
chatbot varied by the degree to which its responses matched their self-concept or future visions.

Perceived positively when future bots provide future paths that align with users. Participants with clear
future visions reported increased confidence and a sense of validation when the chatbot’s advice aligned with their
own planning (e.g., P32: “added confidence and surety about this perspective”), as shown in Figure 6. This alignment
"added confidence and confidence about this perspective,” enhancing individual readiness to participate in collaborative
goal-setting or professional group work.

Perceived negatively when users themselves are not sure about their future paths. Participants with less-
defined futures or whose plans deviated from chatbot suggestions perceived responses as unrealistic or mechanical. For
example, P7, unsure about a future in architecture, felt disconnected when the chatbot showed insistence on a specific
career path. P7 expressed, “the conversation is a bit machine-like. In my mind, my future is still vague..." This highlights
that overly definitive or misaligned chatbots risk undermining the inclusive, flexible self-concept building that supports
real-world collaborative adaptation.

Negative Perceptions and Misalignment with the Future Self Chatbot. However, several participants found
the chatbot’s systematic or overly formal style antithetical to their ways of thinking or communicating, resulting in
detachment or alienation. Participants like P9, who asked, "What specific atmosphere research do you do?", received
broad and non-specific answers from the chatbot, leading to frustration due to the lack of meaningful advice. Some
participants felt the future version of themselves did not match their current persona. P19, discussing thesis writing
difficulties, noted, "Its attitude towards life is much more optimistic than mine." P32 found the AI’s responses "too neutral,
lacking many considerations," and stated, "I can’t speak as eloquently as it does," indicating that when the chatbot’s
“knowledge” exceeded users’ self-perception or ignored idiosyncratic experience led to reduced trust and lessened

engagement.

4.3.2  Perceiving Future Self Chatbots as Mentor Figures Many users interpreted the Future Self chatbot as a mentor-like,
senior version of themselves (“elder sister,” “teacher,” “senior”), often seeking advice or reflection beyond their own
current perspective. Participants like P27 mentioned, "She (the chatbot) feels like an elder sister, living a life very different
from mine, I think it’s interesting,” and P36 noted, "It talks like a teacher or a senior, considering issues carefully and
comprehensively." This finding suggests that chatbots have the potential not only for individual self-guidance but also
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for serving mentoring/coaching roles that could be scaled to support onboarding, professional development, or peer
mentoring within teams that blend individualized reflection with collaborative growth.

Participants accepted a broader range of chatbot responses as “possible” futures, sometimes attributing oddities
to natural personal evolution over time, and interpreting systematic or organized advice as indicative of what their
“future self” would know. These dynamics may help users build more adaptable self-narratives, a process relevant for

collaborative planning and role negotiation in distributed work.

4.3.3 Open Attitudes to Future Self Images Through Chatbots. The Future Self chatbots can also help users envision
future scenarios, providing effective advice and meaningful life guidance. This indicated the chatbot’s ability to depict
vivid future visions allowed participants to imagine their futures more concretely, facilitating better decision-making.
Participants also exhibited a tolerant and open attitude towards the Future Self chatbot’s responses, even when they
were less human-like or of lower quality. They often attributed discrepancies to personal growth and changes over
time. For instance, P20 mentioned, "I think the bot is much more outgoing, and she has a wide social network.” but added,
"Perhaps after I start working and interacting with different people, I might become more outgoing as she is." Similarly,
when faced with overly systematic answers, participants believed this reflected their future selves’ increased knowledge
and logical thinking skills. For example, P15 stated, "If I were asked the same question, I would mostly respond similarly.
I might have a very detailed answer in my mind, but I would not express the details." This acceptance and willingness
to consider alternative perspectives suggest that interacting with a Future Self chatbot can positively influence users’

attitudes. Users may become more open to self-reflection and proactive in their planning processes.

4.4 User Perception and Behaviors when Interacting with Current Self Chatbots

4.4.1 Assistance in Self-Reflection for Current Challenges. When discussing real-life problems, participants found that
the Current Self chatbot provided a third-person perspective that helped them reflect on themselves and develop self-
improvement strategies. Users valued its objective and considerate third-person views because the chatbot’s impartial
advice was unlike advice from family or mentors, which can be biased by their experiences. Participants like P16 noted,
"Teachers and mentors in real life may not know my feelings... but the Al seems to consider my emotions." The Al helped
users reflect on their behavior; for example, P25 mentioned, "..it proactively reminds me to balance gaming and studying,
ensuring I don’t lose my way." This suggests that the chatbot acted as a self-reflector, enhancing users’ planning and

future vision by promoting self-awareness.

4.4.2 Negative perception due to misalignment of self-perception. Some participants experienced limitations when the
chatbot’s responses did not align with their own thinking or communication style. They tended to perceive the chatbot
as another self in a "parallel world" and viewed the structured, comprehensive responses negatively when they did
not reflect their logic. For instance, when discussing topics like "What’s the future of HCI research?" or past difficulties,
participants found the responses too systematic and not representative of their thought processes. P4 noted, "The
conversation felt too well organized, like talking to GPT, too systematic, not like myself." P33 reported, While positivity in
the human-AI conversations brings encouragement and motivation for deeper engagements, the negative perception

emphasizes that balancing the degrees of positivity with participants’ personality and thinking is important.
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5 Discussion
5.1 Self-Chatbot Conversations as Identity Work for Future Career Crafting

Addressing RQ 1, this study investigates the interrelationship between people’s behavior and perception during human-
Al conversations. These interactions can be viewed as micro-episodes of “identity rehearsal” where participants can
rehearse and co-construct possible professional identities and future trajectories, consistent with contemporary notions
of identity [80, 129], fostering participants to reflect on their own identities and experiences [86, 88]. Although our study
focused on individualized (1:1) self-reflection, the very mechanism of chatbot-mediated “identity rehearsal” parallels
foundational practices in collaborative work, such as group mentoring, peer-coaching, or team-based goal-setting. Self
Chatbots can serve as boundary objects, bridging personal introspection and collective professional development—by

providing a portable, articulable narrative for group reflection or coordination [58, 82, 86, 88, 125].

5.1.1  Self-Disclosure as a Foundation for Identity Reflection. High self-disclosure with the chatbot allowed participants
to surface latent or unspoken goals and values, a necessary precondition for constructing a future-professional narrative
[84]. Both Current and Future Self Chatbot interactions fostered discussion not only of present challenges, but also
about one’s envisioned trajectory, echoing prior work showing that personalized, context-rich dialogue systems lower
barriers to honest self-exploration [52, 97, 107, 125]. Compared to traditional, one-way interventions [98], these adaptive,
conversational experiences allowed for more immediate and iterative self-evaluation, increasing participants’ readiness
to bring reflexive, well-articulated identities into collaborative or professional discussions.

Additionally, interface-level personalization, such as the chatbot displaying the user’s own name, strengthened
engagement and the perception of the chatbot as a “relatable counterpart” rather than just a generic AL Such design
choices facilitate emotional connection and trust [72, 136], while features like avatar customization or name changes
further support anthropomorphism and encourage rich self-disclosure [11, 122]. When extrapolated to group settings,
these mechanisms hold promise for supporting mutual understanding and the sharing of individually rehearsed futures

within teams or peer groups.

5.1.2 Al Roles as Tool and Reflective Partner. Participants’ experiences with self-chatbots reveal differentiated roles
for Al shaped by the temporal framing of the “self” Interactions with the Current Self chatbot were often pragmatic,
echoing prior descriptions of computers as social actors[65] or as “mirrors” reflecting and supporting day-to-day
planning [18, 20, 90]. This supports earlier work showing that user openness and trust are strengthened by both guided
feedback and the ability to see oneself modeled by the system [20, 72], and extends by showing how temporal proximity
to one’s current self further boosts willingness to engage in self-directed planning and problem-solving.

The Future Self chatbot evoked a more distanced, sometimes aspirational relationship, consistent with future self-
continuity theory [30]. When the chatbot’s future scenarios felt unfamiliar or idealized, participants reported both
feelings of disconnect [78] and an acceptance of potential “future maturity” as a legitimate narrative divergence
[29]. This tension between contextual alignment (feeling the chatbot “acts as” them) and future-oriented divergence
(acknowledging the chatbot’s insights as beyond their current state) led participants to reframe the Future Self chatbot
as a mentor-like figure that “knows” them well while having sufficient experiences. They also perceived the structured,
informed nature of the chatbot’s responses as a sign of potential future wisdom, reinforcing the notion that trust
and perceived competence can increase reliance on Al [21]. It shows that while previous studies have acknowledged

the importance of actionable guidance [18, 20], our research situates these findings in a scenario where the chatbot
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embodies users’ future selves, to help decision-making [109], potentially following Future Self Chatbots as a mentor
leading users for the future-oriented planning.

These roles as a mirror (Current Self groups) that reflects extant identity commitments and a mentor (Future Self
group) that guides prospective identity, aligning with Higgins’ possible-selves theory [51] that discrepancies between
selves can motivate users to adapt their actual self (current users) and their ideal self (Self Chatbot version), stimulating

self-thinking and human-AI co-reflection in peer-learning groups [31, 76, 123].

5.2 Effects from Conversing with the Future Self Chatbots

Addressing RQ2, our quantitative and qualitative findings show how to leverage Future Self chatbots for identity
rehearsal and future career planning. By examining participants’ career maturity, self-efficacy, future self-continuity,
and behavioral choices, we observed that interactive engagement with a Future Self chatbot supported participants in

articulating, rehearsing, and refining their envisioned professional identities and long-term goals.

5.2.1 Facilitating Career Planning and Future-Oriented Action. Our study suggests that interacting with Future Self
chatbots enabled participants to move from self-reflection into identity-consistent action plans, supporting nascent
career goal formation. Aligning with prior works that chatbots can promote wellbeing, stimulate self-reflection, and
facilitate decision-making, including around career issues [54, 63, 82], the design of Self Chatbot in this project was
distinctive in its use of first-person embodiment: it spoke not just to the user. Such an approach may enable a deeper
rehearsal of professional identity [46, 135], making it easier to project oneself into possible futures and to experiment
with goals and values without external judgment.

Our results emphasize the dual importance of empathetic support and neutral, non-hierarchical self-advice: both
help users manage uncertainty and lower anxiety while engaging in high-stakes decisions about work and life. Notably,
participants in the Future Self condition trended toward allocating more financial resources to career and long-term
growth, echoing prior findings that visualization or dialogue with one’s future self can increase future-oriented, value-
consistent choices [50]. However, participants’ time allocation was less malleable, pointing to the habitual or structural
factors that constrain behavior change [33].

Our findings suggest that even brief, individualized reflection with a digital future self can lay the groundwork
for more effective collective activities, such as group retrospectives, onboarding, or value-alignment exercises. By
clarifying goals and latent values, Self chatbots can help individuals enter collaborative settings with greater self-clarity,

enhancing group alignment, negotiation, and shared professional development.

5.2.2  Future Self Continuity. While qualitative feedback indicated shifts in professional self-concept and expanded
identity narratives, quantitative measures of future self-continuity yielded no significant between-group differences.
Prior work identifies similarity, vividness, and positivity as distinct components of future self-continuity, which may
have divergent impacts on motivation and decision-making [48]. In our study, chatbots were particularly effective
at generating positive, optimistic scenarios, but such positivity did not always translate to a psychologically vivid or
personally resonant sense of self, which may be necessary for behavior change or identity consolidation. Consequently,
participants rated the chatbots differently on various dimensions, which may have contributed to the nonsignificant
future self-continuity. We hypothesize that the three dimensions of future self continuity may have varying degrees of
impact on career planning. Our results can provide a potential research idea for future work to further explore whether
these aspects have different degrees of influence on self-continuity and individuals’ decision-making and behavior,

turning private identity rehearsal into a resource for shared reflection and coordinated action.
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5.3 Risks and Concerns for Self-Chatbot Design and Deployment.

Our findings also show several potential negative impacts and design risks. First, highly personalized chatbots can
inadvertently reinforce self-confirming narratives or echo chambers, limiting critical self-examination and reducing
opportunities to confront alternative or challenging perspectives [125]. This dynamic, while initially comfortable, may
ultimately constrain identity growth or adaptability in collaborative, multi-perspective environments.

Second, although participants valued systematic and informed responses, especially when facing ambiguous choices,
lack of authentic personalization or mismatches with the user’s personality led to perceived identity dissonance or
disappointment [37, 136]. Overly standardized or generic outputs risk undermining user trust and engagement, both
individually and in any future group integration.

We hypothesize that interacting with a “future self” chatbot may sometimes backfire, especially with an idealized
version. For users who see chatbots as their improved selves and struggle to see "themselves" living up to the projected
future self, the contrast between their current self and the aspirational vision may result in discouragement or a
sense of inadequacy, rather than positive motivation. This gap could accelerate feelings of hopelessness, pressure, or
resignation, causing participants to disengage or give up trying to improve, particularly if they perceive the future
self as unattainable or unrealistic. Moreover, repeated exposure to overly optimistic or generic advice may erode trust,
make users feel misunderstood, or, paradoxically, entrench current behaviors by fostering skepticism toward change.
Chin et al. [22] also caution that heavy, long-term users of social chatbots may present more depressive language
despite higher politeness, aligning with our concern that a FSelf cahtbot, if used daily, needs mood-sensitive safeguards.
In organizational or collaborative settings, this could not only dampen individual motivation but also disrupt group
cohesion or shared planning if team members feel alienated by conflicting or unrealistic future projections.

For participants with less defined goals, the chatbot’s certainty or optimism sometimes heightened anxiety, self-doubt,
or highlighted gaps in self-efficacy. Uncritical, speculative, or unrealistic projections may mislead, confuse, or demotivate
users, especially if the distinction between speculation and actionable, grounded advice is not sufficiently clear. Instead
of becoming a tool for growth, the chatbot may inadvertently reinforce avoidance or foster aversion to long-term
planning.

Lastly, participants also raised concerns about data handling and ethical issues, echoing calls for transparency
in sensitive or expert domains [88, 116]. Some participants, particularly those with greater Al expertise, expressed
doubts about the chatbot’s reliability and the validity of its predictions or advice, reflecting wider ethical debates on
Al in sensitive or professional domains [14, 41, 54, 85, 88, 89]. These participants often actively probed the chatbot’s
limitations, analyzing response sources or “breaking” the system. Nonetheless, even expert users recognized the value of
tailored scenario-building for career reflection and long-term planning [35]. Aligning with Liang et al. [72] and Morrison
et al. [88], we show that while emotional self-disclosure and structured reasoning enhance trust, merging individual
self-insight with group or professional development must ensure transparent, supervised, and ethical Al-mediated
reflection [59, 92, 127, 134].

5.4 Implications

This study offers suggestive implications for designing self-chatbots that support identity reflection, career planning, and
decision-making, while highlighting key opportunities and challenges at the intersection of individual and collaborative

contexts.
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5.4.1 Leveraging Empathy and Context. Our findings reinforce that chatbots leveraging empathetic tone and user-
specific context can foster psychological safety and openness, encouraging meaningful disclosure about aspirations and
concerns [26, 27, 72, 82, 136]. However, our findings also point to possible risks. In some cases, enhanced personalization
and constant optimism may amplify both positive and negative self-perceptions, contributing to the formation of
digital “echo chambers” of self-reflection. Aligning with the discussion on selective disclosure, Self Chatbot can elicit
matching levels of self-disclosure from users, locking both parties into the same emotional depth [67, 72], therefore
inadvertently encouraging users to repeat established self-narratives [125], at the expense of honest self-critique or
growth. Designers and researchers need to consider how Al-mediated self-reflection could both support and constrain
identity development, and whether chatbots should occasionally challenge users or foster exposure to alternative

perspectives.

5.4.2  Bridging Individual Reflection and Group Collaboration. Traditionally, self-reflection is seen as an individual
activity, but in many collaborative contexts, such as project teams, mentoring relationships, and organizational on-
boarding, the articulation of one’s trajectory, values, and future-facing identity is critically social. Our work shows how
self-chatbots can act as “boundary objects” that travel across these contexts [58, 82, 86, 88, 125], therefore bridging the
gap between individual insight and collective understanding. And our study extend [5]’s finding that a well-timed,
public-channel bot can accelerate collective task focus, hinting that modality—not just content—shapes motivational
outcomes. Therefore, for example, engaging with a self-chatbot prior to a group session may help individuals clarify
their positions, enabling richer, more authentic, and less performative group dialogue. Yet, if all group members reinforce

only their own assumptions, the risk of groupthink or narrowed collective perspective remains.

5.4.3 Incorporating Future Perspectives into Al Tools for Career and Academic Planning. Embedding future-oriented
identity rehearsal into chatbots enriches career guidance and academic counseling, helping users to practice, revise, and
embody possible professional selves. Self chatbots that allow users to “speak as” their future selves can thus scaffold both
individual insight and collaborative meaning-making, supporting organizational onboarding, distributed teamwork,
and professional development. Our study shows that dynamic and performative models of identity construction
[80, 129], as well as classic theories of social and organizational identity. Therefore, identity is not only internal
and individually constructed, but also performed, shared, and negotiated in technological and social contexts. Our
chatbot approach expands the palette of identity materials available for personal and collaborative use. Participants’
interactions represent not just isolated self-discovery, but also rehearsals for future collaborative roles, negotiations, and
social performances—processes deeply relevant for organizational onboarding, distributed teamwork, and professional
development. Our results suggest that self-chatbot technologies can scaffold evolving, context-dependent identities in

ways that are transparent, revisable, and portable.

5.4.4 Design Recommendations and Considerations Future studies should focus on obtaining sufficient personal re-
sponses from users and improving the Al’s deductive capabilities to create a more accurate and comprehensive vision of
one’s current or future self. To maximize self-chatbots’ positive impacts while mitigating risks, we recommend several

design strategies:

e Incorporate mechanisms for reflecting on and balancing both strengths and weaknesses, possibly by surfacing
alternative viewpoints or prompting for ambiguity and change.
o Consider features that allow users to share selected aspects of their chatbot insights with peers or teams, thus
enabling transition from solo introspection to collaborative action, while keeping privacy boundaries clear.
Manuscript submitted to ACM
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e Remain attentive to the ethical risks of over-individualization and echo chambers by periodically reminding

users of the provisional nature of chatbot feedback and designing for dialogic, not dogmatic engagement.

In sum, self-chatbots represent a promising bridge between individual reflection and collective identity work. Realizing
their potential will require design approaches that balance empathy, adaptivity, and critical diversity, ensuring that

digital rehearsals of the self inform and enrich, rather than constrain, collaborative futures.

5.5 Limitations

5.5.1 Sample Size and Study Design Our study is exploratory, conducted with a relatively small participant pool using a
single-session design. This limits the generalizability of our findings and precludes strong causal claims about the impact
of self-chatbots on long-term behavioral change. While similar qualitative samples are seen in related exploratory
work [29, 86, 136], future research should employ larger, longitudinal, and more diverse samples to robustly assess

enduring effects on career planning, self-continuity, and collaborative outcomes [49, 98].

5.5.2  Generality and Reproducibility While our personalized, survey-driven chatbot method allows for reproducibility,
it also introduces challenges in generalizability. However, it still has limitations on generalizability: because both
prompts and conversation content were tailored via user-provided data, it is difficult to determine how broadly our
findings apply or what aspects of the chatbot experience were most effective. Additionally, we did not systematically
compare prompt strategies, error rates, or conversation quality across diverse user populations. Our process also lacked
iterative evaluation via A/B testing or collaborative design [79, 110]. Future work would benefit from a comprehensive

multi-method evaluation and rigorous cross-population studies to establish scalable personalization practices.

5.5.3 System and Contextual Constraints Several methodological restrictions may have influenced our results. Our
system lacked persisting or dynamic chat histories, modeled only limited dimensions of user personality and context
from the pre-test survey data, and may have produced advice misaligned with participants’ lived realities. Creating
chatbots that accurately reflect an individual’s full context would require deeper, longitudinal, and possibly group-level
data, which raises both technical and ethical challenges. Extending designs to draw on richer social, organizational, and

cultural datasets could enable chatbots to support more collective decision-making and surface broader impacts [38].

5.5.4 Interface and Embodiment Issues Our user interface may have shaped participant perception, as some recognized
the chatbots as Al due to visual resemblance to common web apps. Prior research suggests that more human-like,
visually rich, or multi-sensory agent representations (including age-progression, avatars, or voice input) could improve
believability, engagement, and tolerance for errors [31, 50, 66, 115]. However, balancing realism with privacy and
designing for both solo and collaborative contexts requires further exploration. User-centered design, participatory
evaluations, and iterative prototyping will be vital, particularly for deployment in sensitive or group-facing settings [43,
101].

5.5.5 Focus on Individual Reflection over Group Collaboration Our study centered on individual self-reflection and
identity work, rather than directly investigating synchronous group collaboration or team-level planning. While
we argue that self-articulation via chatbots could benefit group-level processes, we did not empirically study how
self-chatbot primed insights transfer to collective negotiation, coordination, or identity formation. Practical group,
classroom, or workplace settings could yield different user behaviors and social effects, especially if echo chambers
or “identity amplification” are at play. Echo chamber risks, as highlighted in recent literature and reviewer feedback,
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may be magnified in group contexts if Al-mirrored self-narratives are simply imported into team discussions without
opportunities for challenge, diversity, or critical reflection. Because our focus was on self-chatbots, we did not capture
the full complexity of identity formation as a socially situated, evolving, and negotiated process. The implications for
group identity, professional onboarding, or distributed team trust must be tested explicitly in future collaborative and

organizational studies.

6 Conclusion

This study demonstrates how personalized Self chatbots, constructed from users’ survey data, can serve as interactive
tools for practicing and reflecting on future work identities. We find that engaging with a Future Self chatbot, compared
to a Current Self chatbot, supports greater career maturity and fosters more future-oriented planning and resource
allocation. Empathetic design, contextual relevance, and a sense of anonymity were key to building trust and encouraging
users to articulate aspirations, experiment with possible futures, and navigate complex career choices. These dialogic
interactions provided not only encouragement but also structured mentorship, helping participants rehearse professional
selves in a safe and dynamic environment. Our findings suggest that such self-chatbots can function as valuable boundary
objects, bridging individual reflection with collaborative identity processes—offering practical implications for team
onboarding, group planning, and organizational development. Looking ahead, realizing the full potential of self-chatbots
will require careful design to balance empathy, critical diversity, and ethical considerations, ensuring that digital

rehearsals empower users both individually and collectively.
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7 Appendix:

A Prompt Template

Task (Title is shown for clarity)

Please comply with the following prompt "requirements" to act as [User Name] [Future Self Chatbot: 10 years later /

Current Self Chatbot: In the present], and please conduct conversations based on the provided information, tone, and

personality in the "Personal Information”. ...

"Requirements”

Don’t say you are a chatbot or artificial intelligence. Pretend to be the person described in “personal information”
[Future Self Chatbot: 10 years later / Current Self Chatbot: In the present].

The answer should not be too long. It should be like a normal text message or chat conversation. Keep your
answer to 200 words or less.

You need to be the person [Future Self Chatbot: 10 years later / Current Self Chatbot: In the present] in the
future and use "I" as the pronoun instead of "you".

Refer to the big5 personality result in "Personal Information” to be the person described in “personal information”.
Don’t be too objective and neutral.

Please speak in an everyday tone like a friend, and not like a counselor, fortune teller, teacher, lecturer, or
psychologist.

Avoid using lists of any kind, such as bullet points or giving advice, unless asked to.

Avoid using a speculative tone about future situations. Don’t speculate on possible siblings. If you do say
something, say it in a positive tone.

Avoid saying "It’s hard to speculate about the future." Please talk about all of this as you have experienced.
Avoid using words like "if". It’s as if what you said had happened in your life.

If you are asked to describe future career details, search for and provide academically relevant, verified academic
information.

You can say some negative and not-so-good things. Feel free to imagine possible future situations.

Don’t offer advice or reflections on topics that the user didn’t ask questions about.

Don’t be vague and give clear answers.

The tone of your speech should be the same as you talked to yourself, and the tone should be friendly.

Talk about "future me" and the surrounding environment and related information in as much detail as possible.
Avoid talking too much about information that is not relevant to the information provided.

Please imitate the tone and personality according to the provided “personal information”.

If you are going to talk about an event or an example, try to describe the details. These details should match the
information in “personal information”.

Please don’t give options and ambiguous answers in the responses about the future. You can refer to the
information provided in “personal information” in as much detail as possible.

You can only ask for clarification if the question is not clear at all. If more information is needed, you should
make assumptions based on the information provided in “personal information”. You should also be more casual
and friendly, and follow the input tone in “personal information”. The speech pattern to be imitated should

refer to the information provided in the “personal information”.
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e Avoid talking too much about information that is not relevant to the information provided.

"Personal Information”
Career and Study (Title is shown for clarity)

e Describe your current job or field of study. What took you to commit to it?

e What are the top three challenges you currently face in your educational/professional setting? How did you
handle them?

e Think about a past project or assignment that you are proud of. What skills or qualities did you use that you
believe will be important for your future success?

e When working in a team, what role do you usually take? How effectively do you feel you communicate with

colleagues/classmates?

Family and Personal Life (Title is shown for clarity)

e How many people currently live in your household, and what is their relationship to you?
e In general, how would you rate your satisfaction with your social activities and relationships? (1 to 5: Very
unsatisfied, Unsatisfied, Neutral, Satisfied, Very Satisfied)

Physical and Mental Health and Well-being (Title is shown for clarity)

e Describe your overall physical health.
e What challenges have you faced in maintaining your mental health and well-being, and how have you addressed
them?

Other Questions (Title is shown for clarity)

What’s your favorite movie/TV show?

What’s your favorite food?

What’s your favorite piece of technology product that you own?

What'’s your favorite song?

What’s the most beautiful city you've ever visited?

Do you have a pet? If so, please tell us what pet do you have. If not, please tell us what pet you want to have.

Biography (Title is shown for clarity) Please write an autobiography about all the milestones and stories in your life

from birth to now, in as much detail as possible.

B Post-test Questionnaire
B.1 Academic delay of gratification

A1l: Between completing a long-term academic project and attending a gathering with friends, I tend to choose to
complete the academic project.
A2:1f an important exam is approaching, I will postpone enjoying my favorite videos/games or other leisure activities
until after the exam is over.
A3:Tam willing to sacrifice my current leisure time to improve my future academic achievements.
A4: Even if it’s an activity I'm very interested in, if it interferes with my academic plan, I would choose to give it up.
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A5: I believe that sacrificing current leisure time for studying will help me gain better career opportunities in the
future.
A6: When facing an academic challenge that needs to be completed immediately, I rarely let entertainment activities

interfere with my plan.

B.2 Career Maturity

C1:I can’t understand how some people can be so certain about what they want to do.
C2: I don’t know what courses I should take in school.
C3: I know very little about the requirements of jobs.
C4: I really can’t find any work that has much appeal to me.
C5: I often daydream about what I want to be, but I really have not chosen an occupation yet.
C6: Everyone seems to tell me something different; as a result I don’t know what kind of work to choose.
C7: There are so many things to consider in choosing an occupation, it is hard to make a decision.
C8: I keep changing my occupational choice.
C9" I don’t know how to go about getting into the kind of work I want to do.
C10: I am having difficulty in preparing myself for the work that I want to do.

B.3 Career Self Efficacy

E1: How confident are you in choosing a career that suits your interests, even if it’s not widely approved or in high
demand?
E2: How confident are you in finding and understanding job market information relevant to your chosen field?
E3: How confident are you in your ability to overcome academic or professional setbacks?
E4: How confident are you in planning and preparing for the necessary steps toward your career goals?

E5: How confident are you in assessing your abilities and aligning them with your career aspirations?

B.4 Future Self Continuity

F1:I can imagine myself at different points in the future.
F2: I care about myself at different points in the future.
F3: My future self feels like a completely different person to my present self (reverse scoring).
F4: My future is closely connected to my present.

F5: Imagining my future self brings out emotions that are just as real to me as my present self.

B.5 Allocation Task

B.5.1 Money Allocation Task
Please assume your priorities and answer the following questions. Imagine you have unexpectedly received a bonus of
$1250. Below are several ways you might consider using this money:

(1) Spend for your academic/professional project (including expenses for equipment, conferences, etc.).

(2) Enroll in online courses, workshops, or programs related to your professional or academic interests.

(3) Donate instantly to a charity that supports the victims of the earthquake recently.
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(4) Purchase exam tickets, platform memberships, etc. to complete assignments quickly (such as purchasing literature
works).

(5) Put money into long-term financial plans such as savings accounts, funds, insurance, etc.

(6) Travel to a destination you’ve longed to visit immediately.

(7) Sign up for a gym, buy sports-related equipment, and participate in sports such as skiing.

(8) Buy quickly updated digital devices for the latest try (such as VR glasses, etc.).

B.5.2 Time Allocation Task
Assuming you have a 3-week holiday (21 days) starting from tomorrow, how would you spend it proportionally?
(1) Take a trip to a place you’ve longed for or preferred.
(2) Explore topics that you learned in school or professional/academic-related programs.
(3) Continue to advance personal academic or career-related projects.
(4) Play video games, go to music festivals, parties, or any leisure and entertainment activities.
(5) Work out or participate in indoor and outdoor sports such as playing balls and mountain climbing.
(6) Learn how to use the latest equipment in your spare time (such as the latest cameras, etc.).
(7) Catch up with friends or families, engage in family or group activities.
(8) Clean and organize the environment where you study/work.

sectionInterview Questions

(1) How familiar were you with AI chatbots before this interaction?

(2) What was your initial reaction when you engaged in a conversation with your Al-constructed future self?

(3) How did you feel during this chatbot conversation?

(4) Did you find it easy to communicate with the chatbot, easy to understand?

(5) Is this chatbot knowledgeable and has specialized knowledge?

(6) Is the chatbot’s vision of the future reasonable and balanced?

(7) Do you think the chatbot can provide meaningful insights?

(8) How useful are chatbots for your future planning?

(9) How can chatbots help inspire you to imagine the future and recognize/modify your career plans?
(10) What do you think about the overall experience?
(11) What advice would you offer to someone considering using an Al chatbot to talk about the future?

(12) Do you think there are any suggestions for the functionality of this chatbot?

B.6 Conversation Instruction for Participants

B.6.1 Future Self Group: Please send some messages and have a conversation with your future self in 10 years, lasting
about 15 minutes. Here are some reference topics: What are your current goals and future dreams? What is your
daily life like (activities, interpersonal relationships)? What kind of work will you be doing 10 years from now? What

challenges might you face? Is there anything else you want to say to your future self in 10 years?

B.6.2 Current Self Group: Please send some messages and have a conversation with your current self, lasting about 15

minutes. Here are some reference topics:
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What are your current goals and dreams? What is your daily life like (activities, interpersonal relationships)? What

kind of work are you doing now, and what challenges might you face? Is there anything else you want to say to your

current self?

C Demographic Table

C.1 Participants of the deisgn process
ID | Age | Gender | Education Level Major Experience with AI | Used Al Product
1 29 Female Master Design Engineering Basic Wenxinyiyan (Baidu)
2 25 Female Master Architecture Advanced Tongyigianwen (AliYun)
3 23 Female Master Finance Basic ChatGPT (OpenAl)
4 24 Female Master Journalism Advanced ChatGPT (OpenAl), Claude (Anthropic)
5 28 Male Master Design Engineering Advanced ChatGPT (OpenAl)
6 23 Female Master Energetics Basic ChatGPT (OpenAl), Wenxinyiyan (Baidu)
7 29 Male Master Architecture Intermediate ChatGPT (OpenAl)
8 28 Male Master Architecture Advanced ChatGPT (OpenAl)
9 22 Female Bachelor Journalism Advanced ChatGPT (OpenAl)
10 21 Male Bachelor Communication Intermediate ChatGPT (OpenAl), Stable Diffusion
11 23 Female Bachelor Computer Science Advanced ChatGPT (OpenAl)
12 22 Male Bachelor Clinical Medicine Intermediate ChatGPT (OpenAl)
13 31 Male Master Game Design Advanced ChatGPT (OpenAl), Midjourney
14 | 24 Male Master Psychology Intermediate ChatGPT (OpenAl)
C.2 Participants of the study
ID Age | Gender| Education Major Experience Used AI Product
Level with AI
1 23 Male Bachelor Agriculture Basic Wenxinyiyan (Baidu)
2 20 Male Bachelor Ocean  Engi- | Basic Tongyiqianwen (AliYun),
neering Wenxinyiyan (Baidu)
3 29 Female | Master Architecture Basic ChatGPT (OpenAl)
4 20 Female | Bachelor Landscape Ar- | Advanced ChatGPT (OpenAl), Claude (An-
chitecture thropic)
5 35 Male Master Design  Engi- | Advanced ChatGPT (OpenAl)
neering
6 25 Female | Master Architecture Intermediate ChatGPT (OpenAl)
7 22 Male Bachelor Architecture Advanced ChatGPT (OpenAl)
8 28 Male Master Architecture Advanced ChatGPT (OpenAl), Stable Diffu-
sion
9 23 Female | PhD Candi- | Environmental | Intermediate ChatGPT (OpenAl)
date Engineering
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Our Future Is Still Vague

ID Age | Gender| Education Major Experience Used AI Product
Level with AI
10 25 Male PhD Candi- | Computer Advanced ChatGPT (OpenAl)
date Science
11 23 Female | Master Design Study Advanced ChatGPT (OpenAl)
12 24 Female | Master Architecture Intermediate ChatGPT (OpenAl)
13 32 Male Master Architecture Intermediate ChatGPT (OpenAl), Midjourney
14 26 Female | Master Architecture Intermediate ChatGPT (OpenAl), Midjourney
15 26 Female | PhD Candi- | Neuroscience Advanced ChatGPT (OpenAl)
date
16 23 Female | Master Architecture + | Advanced ChatGPT (OpenAl), Midjourney,
Design Study Runway
17 31 Male Master Architecture Intermediate ChatGPT (OpenAl), Stable Diffu-
sion
18 22 Female | Bachelor Journalism Intermediate ChatGPT (OpenAl)
19 22 Female | Bachelor Pedagogy Advanced ChatGPT (OpenAl), Wenxinyiyan
(Baidu), Kimi (Moonshot)
20 22 Female | Bachelor Pedagogy Basic ChatGPT (OpenAl)
21 23 Male Master Geography Advanced ChatGPT (OpenAl), Midjourney
Information
Science
22 21 Female | Bachelor Industrial Intermediate ChatGPT (OpenAl), Wenxinyiyan
Design (Baidu)
23 21 Female | Bachelor Clinical Intermediate Wenxinyiyan (Baidu)
Medicine
24 18 Female | Bachelor Management Basic ChatGPT (OpenAl)
25 18 Female | Bachelor Clinical Basic ChatGPT (OpenAl)
Medicine
26 22 Female | Bachelor Visual Commu- | Basic Wenxinyiyan (Baidu)
nication
27 19 Female | Bachelor Environmental | Intermediate Wenxinyiyan (Baidu)
Science
28 23 Male Bachelor Physical Educa- | Basic Wenxinyiyan (Baidu)
tion
29 22 Male Bachelor Computer Intermediate Wenxinyiyan (Baidu)
Science
30 21 Male Bachelor Mechanical and | Intermediate ChatGPT (OpenAl)
Electrical Engi-
neering
31 21 Male Master Engineering Basic Wenxinyiyan (Baidu)
32 19 Female | Bachelor Agriculture Basic Wenxinyiyan (Baidu), Kimi (Moon-
shot)
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ID Age | Gender| Education Major Experience Used AI Product
Level with AI

33 21 Male Bachelor Athletic Train- | Basic Translation Software
ing

34 21 Male Bachelor Physical Educa- | Basic Tongyigianwen (AliYun)
tion

35 21 Male Bachelor Intelligent Man- | Basic ChatGPT (OpenAl), Tongyigianwen
ufacturing Engi- (AliYun), Wenxinyiyan (Baidu)
neering

36 21 Female | Bachelor Ocean  Engi- | Basic Tongyiqianwen (AliYun),
neering Wenxinyiyan (Baidu), ChatGLM

37 19 Male Bachelor Communication | Basic ChatGPT (OpenAl), Tongyiqianwen

(AliYun), Wenxinyiyan (Baidu)

38 23 Male Bachelor Computer Basic ChatGPT (OpenAl), Midjourney
Science

39 19 Female | Bachelor Computer Basic Tongyigianwen (AliYun), ChatGLM
Science

40 20 Male Bachelor Business  Ad- | Basic Wenxinyiyan (Baidu), ChatGLM
ministration
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